Laboratory Tests Performed on 229L Sensors

Ken Fisher

Description of tests

A number of tests were performed on the 229L moisture sensors to evaluate the calibration equation used to convert sensor readings to tension.  Sensor response to known tensions and pressures were collected, with the objective being to evaluate the current calibration and change the calibration if necessary.

Three types of tests were performed:


Tensiometer Test:  Several 229 sensors and a tensiometer were installed in soil inside a container.  The container was closed at the bottom and around the sides, and was open at the top (a plastic bucket).  The soil and sensors were saturated and allowed to dry by evaporation from the soil surface.  Tensiometer measurements were collected automatically with an electronic pressure transducer attached to the tensiometer tube.  Tensiometer measurements were collected concurrently with 229 readings using a datalogger and multiplexer.


Vacuum Test:  Several 229 sensors and a tensiometer tube were installed in soil inside a container.  The container was closed at the bottom and around the sides, and open at the top.  The soil and sensors were saturated and dried by removing water from the soil via the tensiometer tube.  A vacuum pump connected to the tensiometer tube allowed the tension to be set to a specific level, and electronic pressure transducer attached to the tensiometer tube measured the tension.  When the 229s had equilibrated with the soil, the tension was increased with the vacuum pump.


Pressure chamber:  Several 229 sensors were placed in a sample of soil contained in a large-diameter sample ring.  The soil was placed on a porous ceramic plate, and the soil, sensors, and ceramic plate were saturated.  The wiring for the 229s was passed through a hole in the lid of the chamber and attached to the multiplexer, allowing continuous 229 measurements to be taken will the pressure chamber was under pressure.  The maximum pressure was limited to 1.5 bars.

Test Results

The 229 response-versus-pressure/tension measurements collected during each of the tests are shown in the following graphs.  
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Figure 1:  dT vs pressure for all tests

The dT value versus pressure/tension data for each test are shown in Figure 1.  These dT values are the raw sensor responses before any calibration is applied, and is calculated as the change in temperature of the sensor after heating with a 50-mA current for 20 seconds.

The wettest point, the minimum response value, is different for each sensor, varying from about 1.2 to 2.2C.  The shapes of the curves, though, are pretty similar.  The tensiometers appear to stop responding at about 75 kPa.  The 229 readings indicate that they are getting drier, but the tensiometer readings don't get any higher.  The 229s do not respond to pressures less than about 8-10 kPa.
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Figure 2:  dT vs pressure, shifted so the wettest value, dTw, is 1.4C

The graph in Figure 2 shows the same data as that in Figure 1, but with each curve shifted so that the wettest point for each sensor is 1.4C.  The amount to shift each curve was found as the difference between the sensor's wettest value and 1.4C.  This graph shows better the similarities in the curves.
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Figure 3:  dTref vs pressure for all tests

Figure 3 shows the sensor output for each test after "normalizing" the individual sensor dT values.  The normalizing step attempts to remove some of the variability between sensors shown in Figure 1.  This was done by converting the individual sensor dT values shown in Figure 1 to "reference sensor" dTref values using a linear calibration.  The linear calibration is unique for each sensor, with calibration coefficients determined using each sensor's minimum (wettest, dTw) and maximum (driest, dTd) response values.

The normalizing process brings the individual sensor curves to about the same starting point, dTw=1.4C.  The shapes of the individual curves changed slightly, but they are still similar to each other.

Also shown in Figure 3 are several calibration curves.  The calibration curves were generated by applying calibration equations which provide tension estimates based on sensor dTref values.  The calibration equation currently being used, similar to the van Genuchten equation and having four coefficients, is shown, along with a "tweaked" version having the same form but different coefficients.  A third equation, a simple exponential equation having two coefficients, is also shown.

The sensor response curves appear to have slightly different curvatures depending on the type of test that the data came from.  The pressure chamber tests seem to lie to the left of the tensiometer-based tests, that is, the sensors have a lower dTref reading for the same pressure.  This can be seen in the following two graphs.
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Figure 4:  dTref vs pressure for the tensiometer-based tests

Figure 4 shows only the data from the tensiometer-based tests.  Data from the tensiometer tests were used to determine the coefficients for the tweaked calibration, and so fit the tensiometer test data well.

The vacuum tests were done as a curiosity, to see how the results would look compared to the traditional tensiometer and pressure-chamber methods.  The results appeared to fall in between those of the two other tests.  The pressure-chamber and tensiometer data were used together to fit a calibration equation, the exponential equation called ln(dTref), which appeared to fit the vacuum test data.
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Figure 5.  dTref vs pressure for the pressure chamber tests

The data from only the pressure chamber tests are shown in Figure 5.  The current calibration equation appeared to fit these data fairly well.

Pressure Chamber Test #3 was a little different from the other pressure chamber tests.  When the sensors had equilibrated at each pressure, the pressure was released and the chamber opened.  Sensor readings were then recorded with the sensors under no pressure.  This is the method recommended by Bilskie at Campbell Scientific (releasing pressure after equilibration, then recording the dT reading).  For test #3, therefore, data are available with dT readings made under pressure and after releasing pressure for each pressure tested.  The other tests were run with readings taken under pressure only.

The effect on dT readings of releasing the pressure prior to recording the reading was to shift the curves to the left (a lower dT reading for the same pressure).  This appears to be in agreement with Bilskie's and Starks' results: Bilskie's calibration equation, from readings under no pressure, are to the left of Starks', from readings made with the sensors still under pressure.
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Figure 6.  Extrapolating tension estimates using different calibration equations

Figure 6 shows how the different calibration equations look out to 15 bars.  The form of the equation makes a little bit of a difference as things dry out.  Using the current calibration equation, with either the original or the tweaked coefficients, makes tension estimates increase very rapidly, while the exponential curve makes the drying more gradual.  Either of these forms can be used to fit the test data equally well, but give very different estimates when extrapolated beyond the data.

A number of soil samples were collected at the ARM sites and analyzed for volumetric water content by OSU.  These samples were taken as independent water-content measurements for evaluating the water-content estimates produced by the 229 sensors.  Water content estimates were made using the different calibration equations to obtain tension estimates, and then applying the water retention curves for each site.  These water-content estimates were then compared to the gravimetric sample results.
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Figure 7.  Comparison of water content estimates using the current calibration

Water content estimates made with the tension estimates from the current calibration equation are compared to OSU gravimetric samples in Figure 7.  Data are shown for all the sites, which have a wide variety of soil textures (including sand, shown in the lower-left part of the graph).
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Figure 8.  Comparison of water content estimates using the tweaked calibration

The tweaked calibration was used to generate the estimates shown in Figure 8.  Estimates do not appear to improve significantly.
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Figure 9.  Comparison of water content estimates using the tweaked2 calibration

Figure 9 shows a variation of the tweaked calibration.  The tweaked calibration equation was used, but an attempt was made to address the "10 kPa air-entry" problem of the sensors.  If the calibration equation yielded a tension estimate less than 10 kPa, the tension was set to a low, wet value (5 kPa), and the water content calculated at 5 kPa.  This resulted in higher water content estimates when the sensor response was at the wet end.
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Figure 10.  Comparison of water content estimates using the ln(dTref) calibration

Estimates shown using the ln(dTref) model are shown in Figure 10.  Results are similar to those of the other calibrations: not much change.  The exponential equation is much simpler than the equation used currently, and appears to work just as well.

[image: image11.wmf]Volumetric Water Content (229-L vs. Neutron Probe)

229 estimates using current calibration

y = 1.0367x - 0.037

R

2

 = 0.6742

y = 1.1115x - 0.083

R

2

 = 0.637

y = 0.6729x + 0.0173

R

2

 = 0.3829

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.00

0.05

0.10

0.15

0.20

0.25

0.30

0.35

0.40

0.45

Neutron Probe VWC

229-L VWC

25 cm

60 cm

75 cm

1:1 line


Figure 11.  Water content estimates compared to the neutron probe

Figure 11 shows a comparison of 229 water-content estimates and neutron probe measurements provided previously by Ron Elliott.  The 229 tension estimates were made using the current calibration, and water content estimates made using the water-retention curves estimated using the Arya-Paris approach.
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Figure 12.  Tweaked water content estimates compared to the neutron probe

In Figure 12, water content estimates made using the tweaked calibration were compared to the neutron probe measurements.  Slight changes in water-content estimates resulted.

Conclusions

Three calibration equations were determined from the laboratory data and compared.  Differences between the calibration equation currently being used and the new and improved equations were small.  Improvements in tension estimates were also small.  Improvements in water-content estimates based on 229 tension estimates were also small.

The current calibration has the form

tension = -100/a*((dTw-dTd)/(dTref-dTd)-c)^(1/n)

where


tension is in kPa


dTw = 1.4 C


dTd = 4.0 C


a = 1 bar


n = 0.77


c = 0.9

The tweaked equation uses the same form of the equation, but with the following coefficients:


dTw = 1.4 C


dTd = 4.0 C


a = 1.8 bar


n = 0.7


c = 0.7.

The exponential equation, ln(dTref), is of the form

tension = b*exp(a*dTref)

where


b = 0.717


a = 1.788.

The curve of this equation is similar to one having the form of the current calibration equation with the following coefficients:


dTw = 1.4 C


dTd = 4.0 C


a = 1.5 bar


n = 0.7


c = 0.75.

The conclusion as to what the correct calibration equation is is undecided.  

